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Abstract: Causal knowledge can be based on acquired information about the statistical relationship (covariation) between 

a cause and effect or on knowledge of the mechanism by which causal power is transmitted between the cause and  

effect. A key issue is the functional significance of this distinction. In this article, we review recent research in which  

the influence of covariational evidence on prior beliefs was analyzed. We argue that the way in which covariation  

influences prior beliefs is independent of whether those beliefs are based on covariation or mechanism information,  

and that convincing demonstrations of the dissociability of the two types of causal knowledge have not been obtained. We 

argue that although there are several ways in which causal knowledge can be acquired, that knowledge shares a common 

representational basis. 
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INTRODUCTION 

 What do we mean when we say that smoking causes can-
cer or that gas emissions to the atmosphere cause global 
warming? And how do we substantiate statements such as 
these? The answer to these important questions about the 
representation and origin of causal knowledge can incorpo-
rate two possible types of information. On the one hand, cau-
sation implies a consistent statistical relation between the 
cause and the effect, and on the other hand, it implies some 
(usually hidden) mechanism linking the events. To illustrate, 
consider two ways to argue with an astrologist. You can use 
current scientific knowledge to demonstrate the implausibil-
ity of a mechanism linking the motions of the planets with 
the ups and downs of our daily lives, or you can question 
whether their predictions turn out to be true, that is, you can 
produce statistics demonstrating the absence of a consistent 
correlation between astrological predictions and events in 
real life. This article is concerned with the psychological 
implications of the mechanism/covariation distinction. 

 Arguments between proponents of mechanism- and co-
variation-based approaches to causality have been prominent 
in psychological [1-5] as well as philosophical [6, 7] discus-
sions about causal inference. Fugelsang and Thompson [4] 
proposed that the two approaches can be integrated in a dual-
representation model, in which mechanism-based and co-
variation-based causal knowledge are coded separately, and 
have different roles in determining the strength and nature of 
our causal beliefs. This means that two essentially different 
types of causal knowledge are assumed to exist. According  
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to their model (1) causal beliefs are represented both in terms 
of covariation (the cause and the effect co-occur), and in 
terms of mechanism (the cause is connected to the effect by a 
generative or preventative connection), and (2) the two types 
of knowledge remain separated in the reasoner’s representa-
tional system. The main prediction of this model is that if 
reasoners are exposed to a certain degree of covariation be-
tween two events, but have prior knowledge that there is no 
plausible causal mechanism linking them, the covariational 
information will have a very limited impact. However, if 
reasoners have knowledge about a possible mechanism, or 
previous beliefs are exclusively based on covariational in-
formation, then new covariational information will be addi-
tively integrated with previous beliefs. In other words, pre-
stored causal knowledge about causal mechanisms works as 
a filter or gate that determines the degree to which covaria-
tion is incorporated into causal beliefs.  

 An important corollary of the dual-representation hy-
pothesis is that knowing about the existence of a mechanism 
is not strictly necessary for deriving causal knowledge from 
covariation; put differently, a causal belief can be exclu-
sively based on covariational information. Although the be-
lief that there is no plausible mechanism can preclude the 
integration of new covariational information, the absence of 
any knowledge about a plausible causal mechanism should 
not prevent causal knowledge being represented in exclu-
sively covariational terms. If it did prevent it, the dual hy-
pothesis would not be dual at all, as it would assign a pri-
mary epistemological role to mechanisms, and only a secon-
dary, confirmatory or disconfirmatory role to covariation.  

 Our perspective is in contrast to the dual-representation 
hypothesis: we argue here that it is not necessary to assume 
the existence of two types of causal representation, but just 
one. Directly experienced covariation and information about 
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mechanisms “feed” a common causal representation. Most 
importantly, on this viewpoint, the prerequisites for the  
updating of causal knowledge in the face of new evidence 
are the same, regardless of whether such evidence is mecha-
nism- or covariation-based. Obviously, causal knowledge 
has several origins, but the conditions under which new  
information alters prior beliefs are independent of its source. 
In other words, we propose that the origin of knowledge is 
irrelevant in belief updating. This principle is shared by 
theories of general purpose causal induction, according to 
which humans are equipped with causal induction mecha-
nisms that are content- or field-independent [2, 3, 8-10]. We 
are not arguing here that reasoners discard all information 
about the sources from which their causal knowledge is  
extracted. Rather, the common representation hypothesis 
refers to the functional role of prior causal knowledge on 
updating. In contrasting these two approaches, any evidence 
showing that mechanism-based and covariation-based causal 
knowledge exert differential behavioral impacts (for exam-
ple, on judgments or predictions), other things being equal, 
favors the dual-representation hypothesis. 

 Before getting into the details of the evidence reported to 
confirm (or disconfirm) the dual hypothesis, we will con-
sider some important background issues more carefully. 
First, it is common knowledge that not all observed covaria-
tions are causal, and that reasoners are sensitive to this fact. 
For example, the dial of a barometer changes before it rains, 
but the change in the dial does not cause the rain. Therefore, 
causal knowledge is intuitively different from mere covaria-
tional knowledge [2, 3, 11]. However, this difference be-
tween causal and covariational knowledge does not rule out 
the possibility that the latter can provide direct evidence for 
or against the former. Often, the translation of covariation 
into causation will depend just on the circumstances in 
which covariation is computed. People not only think that 
causes systematically precede their effects, but also that ef-
fects follow their causes when other potential causes of the 
same effect are removed; consequently, covariation com-
puted under certain conditions can be interpreted as causal. 
Analogously, in science, the power of new evidence to 
change previous theories is greater if such evidence has been 
obtained in controlled situations. Furthermore, even when a 
mechanism is considered implausible, this belief can be al-
tered if the reasoner has access to covariational information 
that is considered reliable and is obtained in controlled con-
ditions. For instance, most of us do not think that the tele-
pathic transmission of thought is plausible, but, eventually, 
we could be convinced by appropriate controlled experi-
ments that remove alternative causal pathways. Therefore, 
when we use the term “covariation” we are broadly referring 
to any information on co-occurrence between a potential 
cause and an effect directly extracted from interacting with 
the world, and the circumstances in which that information 
has been obtained. 

 Second, it is difficult to define what a mechanism is. For 
instance, if we ask someone to explain why drunkenness 
increases the probability of having an accident, the answer 
could be that drunkenness increases reaction latency to un-
expected events. If we ask further why that happens, and our 
informant has some specialized knowledge, he or she might 
produce an answer in neurochemical terms. Eventually, 
however, there will come a point at which there are no more 

mediating variables between two factors in the chain. When 
that point is reached, the only explanation of why the cause 
and the effect occur together is just that “it happens”. So, we 
will use the term “mechanism” to mean any information 
about a chain of causal factors supporting a causal link, ob-
tained either from verbal communication (e.g., scientific 
readings, word-of-mouth explanations, cover stories in in-
structions in lab tasks) or any other means (such as, for ex-
ample, direct causal impressions; see Fugelsang and Roser’s 
paper in the present volume).  

 And third, we are not making any particular claim about 
the essential nature of the representations supporting causal 
knowledge. Causal knowledge can adopt different formats 
(see [6, 12, 13]). Evidence supporting the different theoreti-
cal options has become highly controversial, and holding a 
specific position in that controversy goes beyond the aims of 
the present article. The important point here is that, in psy-
chological terms, a link of the form ‘A causes B’, however it 
is instantiated, cannot be reduced to a simpler one, but from 
it, it follows that A and B covary under certain circum-
stances. This means that the notion of causality is psycho-
logically irreducible, but implies covariation. In addition, if a 
prior causal belief exists, and new covariational evidence is 
observed, the circumstances under which that new evidence 
has been obtained will be assessed. Consequently, the power 
of new evidence to alter previous beliefs will depend exclu-
sively on (1) the amount and reliability of the new evidence, 
(2) the degree to which that evidence is interpretable as 
causal; and (3) how firmly established the previous belief 
was; but, crucially, not on the sort of information (mecha-
nism or covariation) on which that belief is based. Condi-
tions 1 and 3 are self-evident but, probably, condition 2  
requires some extra elaboration. As noted above, not all  
covariational evidence is equally convincing in causal  
terms (see [14]). The evidential power of covariation  
is larger when it is obtained while controlling for potential 
confounds or as a result of an intentional manipulation on the 
environment. The degree to which statistical evidence is 
interpretable as causal mostly depends on the circumstances 
in which that evidence has been obtained. 

 In any case, these three factors can account for appar-
ently contradictory results in previous studies. For example, 
Oberauer, Weidenfield, and Fischer [15] have shown that 
covariational information can readily overpower prior causal 
beliefs in judgments of the believability of conditionals; 
Fugelsang and Thompson [4] showed covariation-based 
causal beliefs to be more easily overpowered by covaria-
tional evidence than mechanism-based beliefs; and Müller  
et al. [16] have shown that the sensitivity of mechanism-
based causal beliefs to covariation depends on whether those 
beliefs are from a medical context or from a stock-market 
context. Similarly, these studies differ in the amount of new 
evidence presented to the participants, and the circumstances 
in which this information is presented. In other words, in all 
of these works, the three factors discussed above were ne-
glected. For example, it would be reasonable to assume that 
prior causal beliefs are more robust and subjectively reliable 
when brought to the experiment by the participant that when 
generated in situ by means of instructions. Similarly, quite 
likely, average Psychology students are more confident in 
their medical beliefs than in their stock-market beliefs. So, it 
is firmness of (or confidence in) the previous causal belief, 
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and not its kind or origin per se, what counts for it to be 
more or less substantially altered by new evidence. To our 
knowledge, the only study that has independently assessed 
strength and reliability (or confidence) for prior causal be-
liefs and new evidence separately is Perales, Catena, Mal-
donado and Cándido’s [17] and, as will be discussed later, 
their results show that these measures explains the effect of 
knowledge origin (information on potential mechanisms, 
covariation) away. 

 In summary, we propose that all causal knowledge has 
the same functional implications. We agree with Cheng [2,3] 
that people assume that there are causes and effects in the 
world, and that certain covariations reveal causal relations 
and others do not, in such a way that some covariations can 
be used to discover causal links. Hence, we accept the func-
tional dissociation between causality and covariation, but not 
between different kinds of causal knowledge

1
. 

 The aim of the present article is to review the available 
evidence on whether mechanism- and covariation-based 
causal knowledge are functionally different or equivalent. In 
other words, our focus is on the functional properties of 
causal knowledge – the degree to which and how it is modi-
fiable by new evidence – but less so on its nature. Our causal 
knowledge can be in the form of a set of propositions, mental 
models, nets, or other formats, but the important claim here 
it that its updating obeys the same set of rules, regardless of 
the source from which it is obtained. Hence, we will focus 
on two sources of evidence: the series of experiments by 
Perales and colleagues supporting the common representa-
tion hypothesis [17, 18] and the series by Fugelsang and col-
leagues supporting the dual-coding hypothesis [4, 19, 20]. 
To our knowledge, these are the only studies in which the 
functional role of causal representations in the updating  
of causal beliefs has been directly addressed. Among the 
experiments in these studies, only some of them directly 
tackle the key issue, namely, whether the origin of causal 
knowledge (mechanism-related information or directly  
experienced covariation) is relevant for updating causal 
knowledge. So, although this review devotes much attention 
to a limited set of data, its aims go beyond a mere procedural 
critique: to frame appropriately the arguments presented  
and results obtained so far, and to establish the basic set of 
premises for future research.  

EVIDENCE CONCERNING THE DUAL-REPRESEN- 
TATION HYPOTHESIS 

 In a recent study, Perales, Catena, Maldonado, and 
Cándido [17] directly tested the influence of mechanism- and 
covariation-based information on causal judgments. Specifi-
cally, their participants were first induced to believe that a 
given cause (a drug, smoking) generated an effect (stomach-
ache, cancer). That belief was generated by means of a cover 
story in which a mechanism linking the cause and the effect 
was described (mechanism-based information), the level of 
co-occurrence between the cause and the effect was quanti-
fied (covariation information), or both types of information 
were provided (mixed information). Before providing any 
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further information, participants were asked about the degree 
to which they thought the candidate cause actually caused 
the effect (prior causal strength), and about how confident 
they were that the available information allowed them to 
conclude that such a causal link existed (prior confidence). 
In a second stage of the study, participants were presented 
with covariational evidence about the contingency (high or 
low) between the cause and the effect. After receiving such 
information, they were asked to make a judgment about how 
reliable that information was (new evidence reliability), and 
to judge the degree to which the cause generated the effect, 
taking all the available evidence into account (integrative 
causal judgment). 

 The results of this study showed that integrative judg-
ments directly depended on only three factors: prior strength, 
new covariational evidence, and new evidence reliability. 
More specifically, new covariational evidence summed with 
prior belief, but this additive effect was modulated by how 
reliable the source of the covariation information was. In 
other words, once reliability of the sources was controlled, 
the origin of the prior belief (mechanism-based, covariation-
based, mixed) was found to be irrelevant in the generation  
of new causal beliefs, which is in total accordance with  
the common representation hypothesis we are advocating 
here. 

 The conclusions of that study were reinforced by a sec-
ond one by Catena, Maldonado, Perales, and Cándido [18]. 
In this case, prior beliefs about the relationship between two 
potential causes and an effect were generated by means of a 
cover story in which the plausibility/implausibility of a 
mechanism linking each cause and the effect was described; 
that is, prior beliefs were based in all cases on mechanism 
information. Subsequently, either ambiguous or unambigu-
ous information about the covariation between the causes 
and the effect was provided. Ambiguous covariational in-
formation was ineffective in changing prior beliefs. If a can-
didate cause was previously believed to be effective or inef-
fective at generating the effect, new ambiguous covariation 
evidence did not alter the belief. More interestingly, unambi-
guous information (normatively portraying causal evidence) 
about the effectiveness of a causal candidate made people 
judge that candidate as effective, even if the causal link be-
tween that candidate and the effect was previously consid-
ered implausible. Conversely, unambiguous information 
about the ineffectiveness of a causal candidate made people 
judge that candidate as non-causal, even if the causal link 
between the candidate and the effect was previously consid-
ered plausible. In other words, covariational evidence can be 
as effective as mechanism-based information at generating or 
updating causal beliefs, so long as that information concerns 
causal evidence. Whether covariational evidence is inter-
preted as a vehicle for causal evidence, in turn, depends on 
whether that information has been obtained according to 
certain intuitive normative principles (representativeness, 
avoiding confounds, etc; see [14]). 

 These studies provide strong support for the idea of 
common coding of covariational and mechanism informa-
tion. The major evidence in favour of the contrasting dual-
representation hypothesis comes from a study by Fugelsang 
and Thompson [4]. We therefore begin by describing their 
Experiment 1. To our knowledge there is no other work in 
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which this or a similar hypothesis has been tested and thus 
we offer a detailed description and analysis of this research. 

FUGELSANG AND THOMPSON (2003, EXPERI-
MENT 1): SUMMARY OF DESIGN AND PREDIC-

TIONS 

 The aim of the experiment was to demonstrate that the 
nature of a prior causal belief (either mechanism-based or 
covariation-based), and not just its dimensions of strength 
and reliability, determines how new information about the 
covariation between a putative cause and an effect is consid-
ered and integrated. If a causal belief is based on mere 
covariation between two events, new evidence regarding that 
covariation will just be additively integrated with that previ-
ous belief. However, if the previous belief is based on the 
existence of a mechanism binding the two events together, 
covariational evidence will interact with and add to the pre-
vious belief if the mechanism is considered plausible, but not 
if it is considered implausible. Therefore, the differential 
effect of covariation on different types of previous beliefs 
would demonstrate the dissociability of those beliefs.  

 A summary of the design of Experiment 1 is shown in 
Fig. (1). In the first stage (belief generation) different cover 
stories were used to induce causal beliefs based on either 
covariation or mechanism. These causal beliefs also varied in 
strength (high vs. low). For instance, in one of the cover sto-
ries (corresponding to the covariation-based belief condi-
tion), reasoners were told that the presence of a certain 
chemical had been observed to strongly (or weakly) covary 
with the slipperiness of a road, but no further information 
was provided about the possible explanation of that covaria-
tion. In the equivalent mechanism-based belief condition, no 
information was given about covariation, but reasoners were 
told that the chemical could alter the freezing point of water, 
and thus make slippery roads more (or less) likely. In all 
cases, the cover stories involved two single events, namely, a 
candidate cause and a possible effect.  

 In a second stage (study), people were exposed to two 
levels of covariation between the target pair. Covariational 
information was presented by means of summary contin-
gency tables that displayed the frequencies of the instances 
in which both the cause and the effect were present (type a 
trials), of those in which the cause was present and the effect 
was absent (type b trials), of those in which the cause was 
absent and the effect was present (type c trials), and, finally, 
of those in which both the cause and the effect were absent 
(type d trials). Participants were exposed to two different 
levels of contingency. In the low contingency condition, the 

covariation between the cause and the effect, measured as 
P

2
, was .1, whereas in the high-contigency condition P 

was .9. Causal strength judgments (about how strongly the 
participants believed that the effect was attributable to the 
candidate cause) were collected both before (baseline judg-
ments) and after (final judgments) participants were exposed 
to the covariational information.  

 In sum, the three main variables were Belief level (high, 
low), Belief modality (covariation-based, mechanism-based), 
and Contingency level (high, low). Belief modality was ma-
nipulated between-subjects, whereas the other variables were 
manipulated within-subjects. The key prediction involved a 
second-order interaction between these three factors. The 
effect of covariation on covariation-based beliefs was ex-
pected to be additive, that is, it was predicted not to depend 
on the previous level of belief. As noted above, this is based 
on the assumption that new information and old beliefs share 
a common representational code, and therefore the final be-
lief will result from averaging the new evidence with the 
previous belief level. In contrast the effect of covariation on 
mechanism-based beliefs was expected to depend on the 
previous level of belief. In other words, if the mechanism 
linking the potential cause and the effect was considered 
plausible, the effect of new covariational evidence was ex-
pected to be larger than if such a mechanism was considered 
implausible.  

RESULTS AND REINTERPRETATION 

 Covariation had a large significant effect in all belief 
conditions (see Fig. 2). Final judgments were significantly 
higher in high-covariation conditions than in low-covariation 
ones independently of the type and level of the previous be-
lief. Most importantly, despite the large number of partici-
pants in the experiment (N=171) the interaction between the 
three factors was only close to significance (p=.055).  

 The observed marginally significant interaction was due 
to the fact that the effect of covariation on high mechanism-
based beliefs was slightly larger than in the other three belief 
conditions; put differently, the effect of prior belief was 
smaller in the low-contingency mechanism-based condition 
than in the other three conditions (see Fig. 2). However, a 
crucial observation is that this difference was already present 
in the baseline judgments. The difference between the high 
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Fig. (1). Summary of the design used in Fugelsang and Thompson’s (2003) Experiment 1. 
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and the low mechanism-based beliefs in the low contingency 
condition was already slightly (though nonsignificantly) 
smaller than the same difference in the high contingency 
condition. In other words, the pattern of differences between 
high and low mechanism-based beliefs in the high and low 
contingency conditions at baseline is consistent with the pat-
tern of final differences, and therefore it cannot be claimed 
that the (borderline) interaction between belief level and con-
tingency level arose as a consequence of the studied informa-
tion. This can be illustrated graphically if we re-plot the 
critical data shown in Fig. (2) as difference scores between 
prior beliefs (baseline) and final judgments. This is done in 
Fig. (3), which shows that study contingency has an almost-
perfect additive effect on both mechanism-based and co-
variation-based beliefs.  

 Despite Fugelsang and Thompson’s interpretation in fa-
vour of the dual-representation hypothesis, the foregoing 
analysis reveals that the pattern of data they report is actually 
compatible with a different explanation. On the one hand, 
judgments in this experiment relied more heavily on new 
covariational evidence than on prior beliefs (as the effect of 
covariation on final judgments was much larger than the 
effect of previous beliefs) suggesting that the information 
presented second was considered more informative than the 
information received first. In spite of this, there was a sig-
nificant effect of belief level, which vanished only in the low 
contingency, mechanism-based belief condition. However, 
the effect of belief level in that condition was already smaller 
in baseline judgments (before participants were exposed to 
new covariational information), an anomaly presumably ex-
plained by random sampling. Most importantly, the results 
failed, despite the large number of participants, to convinc-
ingly show the crucial second-order interaction between Be-
lief level, Belief modality, and Contingency level. The main 
conclusion of the experiment, that covariational evidence 
interacts differently with mechanism-based and covariation-
based causal beliefs, relies on an interaction which is not 
conventionally significant and which can be explained by 
baseline differences.  

FUGELSANG AND THOMPSON’S (2003) EXPERI-

MENTS 2 AND 3 

Summary of Design and Predictions 

 In Experiment 1, prior causal beliefs were generated  
during the initial phase of the experiment. In contrast in  
Experiment 2 causal beliefs were simply selected, that is,  
the materials used during the task referred to pairs of events 
about which participants already had causal knowledge  
(for example, ice storms and slippery roads, or taking iron 
supplements and cancer). A group of students was first  
surveyed about a number of pairs of events. For each pair, 
they were asked to judge the extent to which they thought 
the two events were correlated, and the extent to which they 
were plausibly connected by a causal mechanism in the real 
world.  

 Three types of pairs were selected: (1) Low belief pairs 
(e.g., red pots – plants’ blooming) were evaluated as weakly 
correlated, and weakly causally related, (2) High covaria-
tion-low plausibility pairs (e.g., having chills – fever) were 
evaluated as strongly correlated, but weakly causally related 
(although the level of causal plausibility was higher than in 
the low belief pairs), and (3) High covariation-high plausi-
bility pairs (e.g., snow storms – slippery roads) were evalu-
ated as strongly correlated and strongly causally related. A 
different group of participants was subsequently presented 
with the three types of pairs, in three different conditions, 
and exposed to two levels (.1 and .9) of new covariational 
information involving the three pair types, in order to evalu-
ate the effect of covariation learning on the three types of 
beliefs. Note that there were not two separate conditions in 
this experiment for low mechanism-based beliefs and low 
covariation-based beliefs (instead, there was a single low 
belief condition).  

 The strength of the previous belief (measured in the ex-
periment as the plausibility of the mechanism) was different 
for the three conditions. Mean plausibility values were 1.40 
for the Low belief condition, 4.56 for the Low plausibility-

 

 

 

 

 

 

 

 

 

 

Fig. (2). Mean perceived causal efficacy (causal judgments) for the two belief level conditions and the two covariation ( P) levels as a func-

tion of belief modality in Experiment 1 (adapted from Fugelsang & Thompson, 2003). 
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high covariation condition, and 8.62 for the High plausibil-
ity-high covariation condition, on a scale ranging from 0 to 
10 (as reported by the authors). The results from Experiment 
2 (see Fig. 4) showed that the size of the effect of contin-
gency on judgments was directly related to how firmly estab-
lished the previous belief was (or how plausible the mecha-
nism was, in Fugelsang and Thompson’s terminology). In 
general terms, the more believable a given causal relation, 
the larger was the effect of contingency, measured as the 
difference between causal judgments in the low and high 
contingency conditions. This is illustrated in Fig. (4) by  

the fact that the lines are not parallel but slope slightly (but 
significantly) more sharply for more believable relations.  

REINTERPRETATION  

 This experiment, however, seems inadequate to test the 
dual-representation hypothesis, because a crucial condition is 
missing. In Experiment 1 the interactive effect of contin-
gency and belief level in the mechanism-based belief condi-
tion could be compared to the same interactive effect in the 
covariation-based belief condition, thus making it possible to 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (3). Results from Fugelsang and Thompson’s (2003) Experiment 1 re-plotted as difference scores between prior judgments (baseline) 

and final judgments. This way of representing the data shows that learning contingency has an additive effect on both mechanism-based and 

covariation-based beliefs (that is, the Belief level x Belief Modality x Contingency interaction disappears). 
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corroborate the existence of the crucial second order interac-
tion. In Experiment 2, however, the low covariation-based 
belief condition and the low mechanism-based belief condi-
tions were confounded. That is, the low belief in the low 
belief condition is based both on low covariation and low 
mechanism plausibility.  

 The results show that the stronger the belief that a causal 
link does not exist (or the weaker the belief that there exists a 
plausible mechanism), the smaller the impact of new co-
variational information. This effect supports our idea that 
considering and integrating new covariational evidence par-
tially depends on how firmly established the previous belief 
is (as shown by [17]), and how reliable the new evidence is 
(that is, the relative reliability of the sources), but does not 
demonstrate that mechanism-based and covariation-based 
causal beliefs are represented separately. The explanation of 
the fact that this effect appeared in Experiment 2 (and 3), but 
not in Experiment 1 is unclear. Tentatively, it can be as-
sumed that the difference is due to the fact that prior beliefs 
were induced in Experiment 1 but selected in Experiment 2; 
it is not unreasonable to assume that recently induced beliefs, 
which are based on limited evidence (provided by the ex-
perimenter, in this case), are more malleable and easy to 
modify on the basis of new covariational evidence than real-
life beliefs. 

 In addition, participants in this second experiment were 
not only asked to make causal judgments, but also covaria-
tion judgments. Covariation judgments did not show the Be-
lief type x Covariation level interaction shown by causal 
judgments. Importantly, this second result demonstrates the 
existence of a psychological discrimination between repre-
sentations of causality and contingency, as we claimed in the 
introduction. Covariation is not always translated into cau-
sality, because causality, in intuitive as well as scientific 
terms (see [21]) requires covariation to be computed under 
controlled conditions (as also shown by Catena et al. [18]). 
Again, however, this dissociation does not imply separate 
representations of covariation-based and mechanism-based 
causal beliefs.  

 The results of Experiment 3 were fully consistent with 
those of Experiment 2. In this case, only high belief and low 
belief pairs were selected. As expected, the effect of new 
covariational information was larger in the high belief condi-
tion than in the low belief condition. If the two events were 
thought to be causally unrelated the effect of new evidence 
was small, whereas if they were thought to be possibly re-
lated, the effect of new evidence was much larger. Again, 
however, this result provides no particular evidence in favor 
of the separate representation of mechanism- and covaria-
tion-based causal beliefs.  

 In summary, the dual-representation hypothesis does not 
find support in the analysis of causal judgments in Fugelsang 
and Thompson’s experiments [4]. In Experiment 1, the effect 
of covariational evidence was comparable in all the belief 
conditions, and judgments relied more strongly on new co-
variational evidence than on previously induced beliefs. In 
Experiments 2 and 3, the influence of covariational informa-
tion on previous (real) beliefs was evaluated. In both cases, 
the more plausible a causal link was the larger was the effect 
of new evidence, which coincides with the results of Perales 
et al. [17]. In these last two experiments, however, the main 
hypothesis of the dual-representation hypothesis, namely, 
that the effect of new covariational evidence depends on the 
nature (not only on the strength) of previous beliefs, was not 
directly tested. 

UNCONSCIOUS BELIEF-BASED AND CONSCIOUS 

EVIDENCE-BASED PROCESSING 

 In Fugelsang and Thompson’s Experiments 1 and 3 [4], 
participants were explicitly asked to assess how strongly 
their previous beliefs or the observed covariational informa-
tion had determined their causal judgments. In Experiment 1 
a significant correlation was found between the objective 
size of the effect of covariation (measured as the difference 
between judgments in the high and low contingency condi-
tions for each subject) and the subjective estimates of that 
effect. However, the subjective estimates of the influence of 
previous beliefs on causal judgments did not correlate sig-

 

 

 

 

 

 

 

 

 

 

Fig. (4). Mean perceived causal efficacy (causal judgments) for the three belief conditions and the two covariation ( P) levels in Experiment 

2 (adapted from Fugelsang & Thompson, 2003). 
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nificantly with the actual size of that effect (measured as the 
difference between high and low belief conditions for each 
subject). This pattern did not depend on belief modality. 
That is, the effect of mechanism-based beliefs on causal 
judgment was as difficult to perceive as the effect of covaria-
tion-based beliefs. Thus, again, no evidence of dissociation 
between covariation-based causal beliefs and mechanism-
based causal beliefs was found.  

 In Experiment 3, the actual size of the effect of previous 
belief was larger than in Experiment 1, which precludes the 

possible explanation that people failed to detect it just be-

cause the effect itself was small. Additionally, information 
presentation facilitated retrieving the relevant beliefs. How-

ever, contrary to what happened in Experiment 1, the corre-

lation between subjective assessments of the impact of pre-
vious beliefs and the actual size of that effect was signifi-

cant.  

 Fugelsang and Thompson interpreted participants’ diffi-
culty in assessing the impact of previous beliefs on judg-

ments as proof that the integration of beliefs with new in-

formation is automatic, and largely unconscious, whereas 
covariation computation is controlled and mainly conscious. 

However, post-training questions are poor tests of learning 

awareness (see [22] for a review), and this is especially 
likely to be true in this situation. By definition, previous be-

liefs about the connection between two events are stored in 

long-term memory, and the circumstances in which that in-
formation was acquired are probably poorly remembered. In 

contrast, covariational information is a salient feature of the 

current experimental task and is superimposed on previous 
beliefs in the study phase. It is not surprising then that after 

the study phase recalling recently presented covariational 

information was easier and more direct than recalling a prior 
belief. In other words, new information interferes with the 

recall of previously stored information. That interference 

effect is strong enough by itself to explain the differences 
between subjective estimation of the impact of covariation 

and previous beliefs on causal judgments. The fact that fa-

cilitating the retrieval of beliefs also improved participants’ 
ability to measure the impact of such (pre-study) beliefs on 

final (post-study) beliefs supports the interference hypothe-

sis. 

PREVIOUS EVIDENCE 

 Two of the experiments reviewed here (Experiments 2 & 
3 in [4]) show that the effect of contingency manipulations 
on judgments is weaker when previous causal knowledge 
dictates that a causal link between the two covarying events 
is implausible than when that causal link is considered plau-
sible. This effect has also been replicated in [19] and [20], in 
the same laboratory. It is an intrinsically interesting property 
of the belief-updating process (see also [23-25]). 

 The observed pattern of interaction between previous 
beliefs and contingency information eliminates the possibil-
ity that previous causal beliefs work as a yes/no gate that 
determines whether new covariation information is taken 
into account in belief updating. Instead, people integrate pre-
vious beliefs with new covariational information, and their 
judgments reflect the effect of both sources of evidence. In 
other words, old beliefs are revised on the basis of new in-

formation. Which of the two sources of information exerts 
the stronger influence varies across experiments (and even 
across participants in a single experiment) and can depend on 
the order in which the information is presented (See [19]); 
but, in almost every case, the belief x contingency interac-
tion pattern is strikingly similar.  

 At some points, Fugelsang and Thompson seem to de-

fend the ‘yes/no’ gate version of the updating mechanism: 
“Our first goal was to test the hypothesis that mechanism-

based beliefs per se are used to restrict the set of causal can-

didates about which covariation-based data are considered” 
([4], p. 803). However, it is fair to acknowledge that refer-

ences to this hypothesis are ambiguous, and that their main 

concern is to defend a weaker version of this claim, accord-
ing to which beliefs of implausibility downgrade but do not 

eliminate the effect of contingency [19]. 

 As argued above, the interaction pattern (whereby con-
tingency has a weaker effect on implausible than on plausi-

ble beliefs) does not require assuming functionally different 

representations for different kinds of causal knowledge. In 
fact, the pattern can be derived from covariation-based theo-

ries (see, for example, [25]). The only requirement for ac-

commodating the interaction is the assumption that not only 
the strength of the previous causal relation, but also its reli-

ability and the degree to which any previous information is 

thought to provide causal evidence, are taken into account 
when updating knowledge on the basis of new evidence. 

Reliable (or plausible, in Fugelsang and Thompson’s termi-

nology) beliefs are in general more resistant to modification 
than unreliable beliefs, and this is entirely rational from a 

Bayesian perspective. For example, smoking and cancer are 

only moderately related, but our knowledge of that relation is 
highly reliable and difficult to revise.  

 The reason why we have devoted so much attention  
to Fugelsang and Thompson’s study [4] in this article is  
that it is unique in explicitly formulating and testing the 
dual-representation hypothesis. In their own words: ‘These 
[their] findings support the conclusion that mechanism-based 
and covariation-based beliefs are distinct and contribute in 
different ways to causality judgments… Specifically, when 

Pc is evaluated in light of covariation-based beliefs, it  
appears that the two sources of information are simply 
added together, perhaps because they are derived from the 
same modality. In contrast, when Pc is evaluated in light of 
mechanism-based beliefs, it is weighted more heavily for 
believable than for unbelievable causal candidates. This 
pattern is consistent with our hypothesis that mechanism-
based beliefs are used to restrict the set of candidates for 
which covariation information is considered’ (p. 806). Yet 
the only experiment in which that hypothesis is specifically 
and directly tested is Experiment 1, and, as shown above,  
the results of that experiment do not support the dual-
representation hypothesis. 

 As discussed above, the results from the studies of Fugel-

sang, Thompson, and their colleagues are complemented by 

those of Perales et al. [17], in which a similar paradigm was 
used. In this study, the effect of prior information type 

(mechanism- or covariation-based) on final integrative 

causal judgments was completely explained away by the 
reliabilities of the sources (for prior knowledge and new co-
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variational evidence). Still, it is important to acknowledge 

that the origin of prior information had an effect on the 

judged reliability of new evidence. Specifically, mechanism 
based information made people consider new disconfirming 

covariation evidence as slightly less reliable (e.g., if one 

knows a mechanism by means of which smoking causes  
lung cancer, the reliability of any new covariation evidence 

disconfirming it will be slightly downgraded). In turn,  

reliability of new evidence had an effect on the power of that 
evidence to change prior beliefs. However, by means of this 

indirect connection, the effect of information type on final 

judgments was negligible, and accounted for less than 7% of 
the variance. This low percentage could indicate that the 

power of new evidence to change prior beliefs is not com-

pletely captured by reliability measures and that there might 
be other ways in which information from different sources 

can differ (e.g., structural certainty, as defined by Griffiths & 

Tenenbaum [9]). 

SUMMARY AND DISCUSSION 

 According to our reinterpretation, Fugelsang and Thomp-
son’s Experiment 1 failed to demonstrate that the impact of 

new covariational evidence depends on the modality 

(mechanism- or covariation-based) of such beliefs. Experi-
ments 2 and 3, we have argued, were not completely ade-

quate tests of the dual representation hypothesis, and showed 

that the influence of new covariational information (when 
the effect of previous belief is sufficiently strong) is deter-

mined by how firmly established was the previous belief that 

the target events are causally related. Finally, the claim that 
the integration of previous beliefs and new covariational 

information is automatic and unconscious, whereas the com-

putation of new evidence is conscious and controlled, was 
not strongly indicated by the results, because the assessment 

of awareness was poor [22], and participants were able to 

track the influence of pre-training beliefs on current post-
training beliefs when retrieval conditions were improved 

(Experiment 3). 

 On the other hand, the results from Perales and col-
leagues (and more specifically, [17]) indicate that the origin 

of causal knowledge is irrelevant for updating, and clearly 

point to certain parameters affecting the strength of causal 
beliefs and the evidential power of new evidence as the cru-

cial factors in updating causal representations. The argument 

is thus clear: because of the commonality of the rules that 
determine the updating of causal representations, and the fact 

that different sources of evidence appear to affect causal 

representations in similar ways, it follows that the mecha-
nism involved in updating causal representations is the same, 

whatever the source of information.  

 Considered together, the entire set of results thus sup-

ports the notion that all causal knowledge shares a common 

representational basis and has similar functional implica-
tions. Our claim is that such a basis is mainly composed of a 

network of links of the form ‘A causes B’. In accordance 

with Cheng [3] and with the Bayes’ causal nets approach [6, 
8, 9, 11], the causal nature of the world needs to be assumed 

a priori, and covariation can under some circumstances sig-

nal the presence of causal links. Both covariational informa-
tion and explanations in the form of mechanisms can be used 

to generate new causal statements or to change existing ones. 

In the latter case, the strength of the prior belief and the  

evidential power of new information – including in the case 
of covariational information the conditions under which  

covariation was computed – will determine how old beliefs 

and new information interact
3
.  

THE ROLE OF CAUSAL KNOWLEDGE IN HUMAN 
REASONING AND BEHAVIOR 

 Causal knowledge penetrates many daily-life reasoning 

processes and behavior. For example, in the previously cited 
paper by Oberauer et al. ([15]; see also Oaksford and 

Chater’s paper in this volume) the believability of condition-

als was indirectly influenced by the presence of a causal link 
between the two events in the conditional sentence. In a 

similar fashion, causality can play an important role in heu-

ristic-based decision making (García-Retamero et al., present 
volume). However, despite its evident importance, the rela-

tionship between causal knowledge and everyday behavior is 

still unclear.  

 In laboratory experiments, unless specific instructions are 

provided, reasoners update their causal representations 
whenever new relevant information is provided; old beliefs 

are replaced by new ones which in turn serve as the basis for 

further updating [18]. However, this updating process is very 
sensitive to (even incidental) task demands and instructions. 

If asked or primed to do so, people can ignore part of their 

crystallized causal knowledge and recall directly from their 
memory the relevant information in order to re-integrate it in 

a new judgment or choice, in such a way that causality-based 

behavior can vary as a function of time, context, and even 
response-type factors [25]. In laboratory experiments all the 

relevant information is salient and recall from memory direct 

and easy. In daily life, however, things are rarely linear and 
sequential; quite often, causal knowledge is not crystallized 

until it is necessary. This means that the causal representa-

tions of the world that underlie our opinions, behaviors, and 
choices are probably much more flexible than reflected by 

laboratory experiments.  

 Much work is still to be done in understanding the inte-
gration of causal information in complex real-life environ-

ments, and this volume is a perfect example of potentially 

enriching future research. In this context, the basic assump-
tion of the present review can be considered a starting point: 

causal links may be the final product of a vast array of in-

formation sources, and sometimes those sources are revisited 
(reasoners, for example, can recall relevant instances from 

episodic memory), so causal knowledge is continuously sub-

ject to updating and change. Nevertheless, the final product – 
a causal link – can penetrate conditionals, counterfactuals, 

choices, interventions, and even perception. From our point 

                                                
3
An interesting question (raised by an anonymous reviewer), and a potential line of 

investigation, is what would happen if a reasoner generates a causal belief from contin-

gency information alone (for example, if a scientist finds an unexpected effect in one of 
his/her experiments). Most likely, that would trigger attempts to gather more informa-

tion on such an effect, either evidence from other experiments or explanations in terms 
of mechanism. Novelty surely motivates curiosity and thus information search. From 

our point of view, the new information will interact with the prior information follow-

ing the same rules described above. To our knowledge, however, there are no published 
works in which prior beliefs are based on covariation only, and new information is 

presented in terms of mechanisms (that is, when the explanation is given after the 
evidence). 
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of view, its centrality crucially depends on its irreducibility. 

In line with Brunswick [26], the main task of a learner is to 

capture the causal texture of the environment. 
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